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Abstract 

Background  Multi-Arm, Multi-Stage (MAMS) clinical trial designs allow for multiple therapies to be compared 
across a spectrum of clinical trial phases. MAMS designs fall under several overarching design groups, including adap-
tive designs (AD) and multi-arm (MA) designs. Factorial clinical trials designs represent a combination of factorial 
and MAMS trial designs and can provide increased efficiency relative to fixed, traditional designs. We explore design 
choices associated with Factorial Adaptive Multi-Arm Multi-Stage (FAST) designs, which represent the combination 
of factorial and MAMS designs.

Methods  Simulation studies were conducted to assess the impact of the type of analyses, the timing of analyses, 
and the effect size observed across multiple outcomes on trial operating characteristics for a FAST design. Given mul-
tiple outcomes types assessed within the hypothetical trial, the primary analysis approach for each assessment varied 
depending on data type.

Results  The simulation studies demonstrate that the proposed class of FAST trial designs can offer a framework 
to potentially provide improvements relative to other trial designs, such as a MAMS or factorial trial. Further, we note 
that the design implementation decisions, such as the timing and type of analyses conducted throughout trial, can 
have a great impact on trial operating characteristics.

Conclusions  Motivated by a trial currently under design, our work shows that the FAST category of trial can poten-
tially offer benefits similar to both MAMS and factorial designs; however, the chosen design aspects which can be 
included in a FAST trial need to be thoroughly explored during the planning phase.

Keywords  Clinical trial, Factorial design, Adaptive design, Multi-arm, Multi-stage

Introduction
Multi-Arm, Multi-Stage (MAMS) are an increasingly 
popular class of clinical trials designs which provide 
a framework where several therapies can be assessed 
across multiple clinical trial phases [1, 2]. Generally fall-
ing under the categories of adaptive designs (AD) and 
multi-arm (MA) designs, MAMS often provide increases 
in efficiency relative to traditional trial designs by allow-
ing for multiple active treatment arms to be compared 
against a single shared control [2, 3].

Like MAMS designs, factorial clinical trials are another 
class of trial design which offer increases in efficiencies 
relative to traditional design by allowing for multiple 
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treatment arms to be compared against a single control 
arm [4, 5]. In order to achieve these efficiencies, factorial 
design randomize subjects within two or more domains 
of interest and often assume that there is no interac-
tion effect present among the active treatment arm, 
with this claim of no interaction often needing some 
form of prior support. At the time of the final assess-
ment of treatment effect, the analyses are completed with 
respect to the multiple randomizations across domains of 
interest [4–6].

Factorial Adaptive Multi-Arm Multi-Stage (FAST) 
designs represent the combination of factorial and 
MAMS design and offer benefits similar both of its’ pre-
decessors, namely the ability to compare multiple active 
treatment arms to a single shared control under a frame-
work which spans multiple trial phases and allows for 
pre-specified adaptations [4]. While MAMS and factorial 
designs have each been thoroughly researched and uti-
lized, a review of the literature suggest that FAST designs 
are both understudied and underutilized  [4]. Previous 
work by White et al. (2022) explored a general framework 
for FAST (or factorial-MAMS) designs; however, their 
work focused on the practical advantages/disadvantages 
of the FAST design.

The purpose of this work is to build on the current lit-
erature by exploring the impact of the timing and type 
of assessments during the Phase II portion of a seamless 
Phase II/III FAST design on the final operating charac-
teristics. While this work is motivated by a clinical trial 
which is currently under development, detailed below, 
the results will provide insight into the many aspects 
which need to be carefully considered during the design 
of a FAST clinical trial.

Motivating trial
This work is motivated by a multicenter, factorial, rand-
omized clinical trial currently being planned to compare 
the effectiveness of different fluid therapies and a min-
eralocorticoid in the treatment of patients with suba-
rachnoid hemorrhage from spontaneous rupture of an 
intracranial aneurysm. Specifically, two newer fluid ther-
apies will be compared to the standard use of saline (con-
trol), and the use of mineralocorticoid will be compared 
to no use (control). The primary objective is to determine 
whether any of the newer fluid therapies and the use of 
mineralocorticoid improves the outcomes of patients 
with subarachnoid hemorrhage. The primary outcome of 
the study is the proportion of patients who are assessed 
to have a functional outcome score of 4 to 6, which cor-
responds to poor outcomes on an ordinal scale (called 
modified Rankin Scale, or mRS) that ranges from 0 to 6.

Given the goal of testing two therapeutic domains, 
two newer fluid therapies and a mineralocorticoid, a 3 × 
2 factorial trial was initially selected as an ideal design. 
However, the challenging aspect of this trial stems from 
the fluid intervention rather than the mineralocorticoid. 
Because of the acute and often unexpected changes expe-
rienced by subarachnoid hemorrhage patients that often 
lead to treatment with more than one fluid, “contamina-
tion” with other fluids in practice raises concerns about 
trial feasibility for the fluid interventions. Therefore, a 
seamless phase 2/3 testing is implemented for the fluid 
factors, while the mineralocorticoid simultaneously 
undergoes only phase 3 testing. This combination leads 
to a FAST design being optimal for the proposed ques-
tions of interest.

For the three fluids being tested, each have distinct 
electrolyte composition which generate distinct physio-
logical effects in patients. For example, saline has the low-
est bicarbonate and highest sodium content among the 3 
fluids; therefore, fluid therapy with saline leads to lower 
plasma bicarbonate levels when compared to therapy 
with the newer fluids. We hypothesize that the therapeu-
tic effect of fluids is mediated by changes in bicarbonate 
or sodium levels in the plasma. As such, bicarbonate and 
sodium can be considered outcomes of interest in the 
Phase II portion of the trial. Utilizing bicarbonate and 
sodium as biologic markers of therapeutic effect offers an 
opportunity for two assessments in the Phase II portion 
of the trial to increase overall trial efficiency.

An adaptation in Phase II would be to drop randomi-
zation into one of the newer fluids. Dropping one of 
the two newer fluid therapies is very desirable to con-
serve resources in Phase III testing. Whichever of the 
two newer fluids that generates the greatest effect in the 
plasma bicarbonate and sodium in the opposite direc-
tion compared to the expected levels produced by treat-
ment with saline will be advanced. For example, the 
prior expectation is that, among the 3 fluid therapies 
considered, treatment with saline will result in the low-
est bicarbonate levels. As such, the goal of the arm drop-
ping assessment would be to compare the two novel fluid 
therapies to assess for which therapy produces the great-
est bicarbonate levels, ultimately creating the greatest 
effect of treatment when compared to saline on bicarbo-
nate levels. In the absence of a clear differences between 
the novel fluid therapies in both effects, one pre-selected 
newer therapy will be advanced by default. In the event 
that at least one significant difference is observed when 
comparing the novel fluid therapies, decision rules are 
explicitly defined for retaining either one or both of the 
therapies.

A second potential assessment in Phase II would be 
to determine the feasibility of the trial. Since the prior 
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expectation is that the electrolyte composition of the 
included fluids mediates changes patient to outcomes, 
if the expected differences when comparing the novel 
fluid therapies to saline on the electrolyte compositions 
is not observed, then the overall fluid assessment can be 
terminated.

Given the distinct goals for the fluid and mineralocorti-
coid domains, a FAST design is best suited to address all 
hypotheses to be tested and allow for increased efficiency 
relative to more traditional designs.

Study design
Following our motivating example, we explore a seam-
less Phase II/III FAST design which includes 2 interim 
assessments and a final assessment. The primary aim of 
this work is to examine the impact of the timing for the 
interim assessments on final operating characteristics. 
The interim analyses will constitute the Phase II portion 
of the trial with the final assessment representing the 
Phase III portion of the trial. Sample sizes for the interim 
analysis and final operating characteristics will be deter-
mined via simulation.

To accommodate the clinical aims of the hypothesized 
clinical trial, we propose a trial design which allows for 
multiple questions of interest to be jointly assessed 
through a FAST design. Henceforth, we will reference 
each question of interest as a domain. In general, we let 
d = A,B, . . . � reference the domains of interest with � 
representing the maximum number of domains. From 
our motivating trial, there are two domains of interest 
which we will reference as: A = Fluid and B = Mineralo-
corticoid. Within in each domain, we will note treatment 
assignment within domain as dt where t = 0, 1, . . . τd and 
τd represents the maximum number of treatment arms 
in domain d. Again utilizing our motivating trial as an 
example, there would then be three treatment arms in 
domain A, A0 = Saline , A1 = Fluid1 , and A2 = Fluid2 , 
and two treatments in domain B, B0 = Control and 
B1 = Mineralocorticoid . We further note r as the com-
bination of treatment assignments across domains as a 
treatment regime with r = 1, . . . ,R = (τ1 × . . .× τ�) . If 
allowing all combination of treatment assignments across 
domains, then there are 6 possible treatment regimes for 
our motivating example: r = 1, . . . 6 with regimes being 
((A0,B0), (A1,B0), (A2,B0), (A0,B1), (A1,B1), (A2,B1)).

For the outcomes of interest, we will note outcomes 
by trial phase. Thus, let Ypo represent the oth outcome of 
interest for the pth trial phase, where o = 1, 2, . . . , θ and 
p = 1, 2, . . . , ρ . From our motivating example, the out-
comes utilized in the Phase II portion of the trial repre-
sent biomarkers assumed to be affected by treatment and 
the Phase III outcome of interest represents a functional 
outcome. We will assume two analyses within the Phase 

II portion of the trial and one in the Phase III portion of 
the trial. This is done to mirror the proposed design for 
the motivating trial. The Phase II portion of the trial will 
consist of 2 analyses: a feasibility analysis and an arm-
dropping analysis.

Phase II
Arm dropping analysis
The goal of the arm-dropping analysis is to determine 
which, if any, of the treatment arms (novel fluid thera-
pies) can be discontinued from enrollment. We let µ11

A1
 

and µ11
A2

 represent the average value for outcome Y11 
(bicarbonate) for subjects in arms 1 and 2 in domain A, 
respectively. Further, we let µ12

A1
 and µ12

A2
represent the 

average value for outcome Y12 (sodium) for subjects in 
arms 1 and 2 in domain A, respectively. Then, utilizing 
independent t-tests by outcome, the non-control arms 
will be compared by assessing two hypotheses:

The results of these hypothesis tests will be used to 
determine which arms will continue to enroll. If there 
is a statistically significant difference observed for out-
come Y11 , the treatment arm in domain A with the high-
est average outcome Y11 value will be retained. If there is 
a difference in outcome Y12 between the treatment arms 
in domain A, then the arm with the lowest outcome Y12 
average will be retained. There is a possibility that neither 
arm will be dropped.

Feasibility analysis
The goal of the feasibility analysis is to assess, utilizing 
one or more biomarkers, if the expected effect of treat-
ment is being observed on the biomarker(s). While the 
comparison for this example focuses on responses in key 
biomarkers, any appropriate Phase II assessment could 
be included in this analysis. Treatment arms will be com-
pared using an independent one-sided t-test. Letting µ11

A0
 

represent the average value for outcome Y11 for subjects 
in arm A0 (the control arm for domain A) and µ11

A(1+2)
 rep-

resent the average outcome 11 for the pooled treatment 
arms from domain A, we then propose a one-sided test, 
with hypothesis below:

If statistical significance is not obtained, then the 
assessment of treatment effect within domain A will ter-
minate and subjects will no longer randomized to any of 
the treatments within domain A.

H0 : µ
11
A1

= µ11
A2

vs. Ha : µ11
A1

�= µ11
A2

H0 : µ
12
A1

= µ12
A2

vs. Ha : µ12
A1

�= µ12
A2

H0 : µ
11
A0

≥ µ11
A(1+2)

vs.Ha : µ11
A0

≤ µ11
A(1+2)
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For this analysis, all subject data are utilized in the 
comparison. Pooling data within A1 and A2 could result 
in an assessment which is under-powered if there is a dif-
ferential effect of treatment on Y11 . Given this pooling, in 
addition to the treatment effect, the impact of this pool-
ing is likely affected by the timing and ordering of the 
arm-dropping and feasibility assessments. The impact 
of these trial characteristics and their impact on overall 
operating characteristics will be assessed via simulation.

Phase III
For any trial where domain A proceeds beyond the Phase 
II portion of the trial, the final analysis will consist of an 
assessment comparing each treatment arm to control 
within domain. The final analysis will be conducted by 
constructing a generalized linear model where the out-
come of interest is the Phase III outcome, assumed to 
be a binary outcome, and covariates in the model rep-
resent the treatment assignments for each subject. An 
appropriate correction for the multiple comparisons 
will be applied to α so that type 1 error is controlled at 
a 5% level  [7]. Due to the arm dropping analysis, there 
are three possible scenarios for the final analysis: where 
a treatment in domain A is dropped, where no treatment 
in domain A is dropped, where domain A is terminated.

Domain A continued with one arm retained
In this scenario, while the majority of subjects will be ran-
domized to one of the newer fluid arms or saline, a small 
proportion of subjects will be randomized to the dropped 
fluid arm prior to the arm dropping analysis. For the final 
analysis, subjects will be grouped as either having been 
randomized to saline or one of the newer fluid arms; that 
is, subjects randomized to either of the non-saline arms 
throughout the duration of the trial are pooled into a sin-
gle fluid therapy arm for the final analysis.

Therefore, letting I(XA0i = 1) represent an indica-
tor variable for if subject i was randomized to saline, 
I(XB1i = 1) represent an indicator variable for if sub-
ject i was randomized to mineralocorticoid, and 
pi = P(Y21 = 1) , we can then construct the primary 
analysis model as below.

To control the family-wise type I error in the strong 
sense at α = 0.05 , we will then assess for any significant 
treatment effect among the fluid and mineralocorticoid 
arms using a gatekeeping procedure:

If the null hypothesis for the test above is rejected, 
implying that either the pooled fluid arm or the 

logit(pi) = β0 + β1I(XA0i �= 1)+ β2I(XB1i = 1)

H0 : β1 = β2 = 0 vs. Ha : β1 �= 0 or β2 �= 0

mineralocorticoid arm has a non-zero treatment effect 
relative to the saline/no mineralocorticoid arm, then 
individual tests comparing each arm to control will be 
completed.

As with the feasibility assessment in Phase II, it is worth 
noting that the comparisons above utilize the pooling 
approach so that all patient data inform the final analysis. 
This approach could reduce power if there is a different 
treatment effect within the pooled treatment arms; how-
ever, the impact of this effect is expected to vary with the 
timing of the assessments within Phase II. The relation-
ship between the design parameters and the operating 
characteristics will be assessed in Phase III.

Domain A continued with both arms retained
If no arm is dropped, then the final analysis will also pro-
ceed using a gatekeeping approach. The primary analy-
sis model including fluid arm and mineralocorticoid 
arm will be constructed as below. Unlike the previous 
scenario, if neither of the newer fluid arms are drop-
ping, then we will construct the following model where 
I(XA1i = 1) and I(XA2i = 1) represent indicator variables 
for if subject i was randomized to either of the newer flu-
ids and I(XB1i = 1) represents an indicator variable for if 
subject i was randomized to mineralocorticoid.

To preserve α , a gatekeeping procedure will be used to 
assess for any significant treatment effect among the fluid 
and mineralocorticoid arms:

If the null hypothesis for the test above is rejected, then 
all pairwise combinations will be tested as below.

Depending on which of the null hypotheses for the 
tests above are rejected, then individual tests comparing 
each arm to control will be completed.

H0 : β1 = 0 vs. Ha : β1 �= 0

H0 : β2 = 0 vs. Ha : β2 �= 0

logit(pi) =β0 + β1I(XA1i = 1)+ β2I(XA2i = 1)

+ β3I(XB1i = 1)

H01 : β1 = β2 = β3 = 0 vs. Ha1 : β1 �= 0 or β2 �= 0 or β3 �= 0

H02 : β1 = β2 = 0 vs. Ha2 : β1 �= 0 or β2 �= 0

H03 : β1 = β3 = 0 vs. Ha3 : β1 �= 0 or β3 �= 0

H04 : β2 = β3 = 0 vs. Ha4 : β2 �= 0 or β3 �= 0

H05 : β1 = 0 vs. Ha5 : β1 �= 0
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For example, the null hypothesis H05 will only be 
assessed if H01 , H02 , and H03 are all rejected in their 
respective tests.

Domain A terminated at feasibility assessment
In this scenario, after the feasibility assessment, randomi-
zation will cease within domain A. As such, for the final 
analysis will consider only the treatment assignments for 
domain B. For the final analysis in this scenario, subjects 
will be grouped as either having been randomized to 
mineralocorticoid or no mineralocorticoid. Therefore, let 
I(XB1i = 1) represent an indicator variable for if subject i 
was randomized to mineralocorticoid, we can then con-
struct the primary analysis model as below.

Under this scenario, only a single parameter β1 is being 
assessed; therefore, no methods for the preservation of α 
are required.

Simulation
To evaluate the operating characteristics of the proposed 
design, specifically the impact of the timing of Phase II 
analysis on the overall operating characteristics of the 
trial, thorough simulation studies were conducted. For 
our simulations, we assume a total sample size of 1005 
subjects with interim assessment sample sizes being 
assessed in simulation.

It is assumed that there are two phases of inter-
est, p = 1, 2 with two outcomes of interest for p = 1 
and one outcome of interest for p = 2 . As such, for 
each treatment arm, there are 3 outcomes of interest: 
(Y11,Y12,Y21) . Additionally, we assume that there two 
domains of interest d = A,B , with 3 treatment arms con-
sidered for domain A, (A0,A1,A2) and 2 treatment arms 
considered for domain B, (B0,B1).

We assume that Yr11 ∼ N (µr11, σr11) where µr11 and 
σr11 represent the mean and standard deviation for the rth 
treatment regime, respectively. We similarly define Yr12 
as Yr11 . For Yr21 , we assume that Yr21 ∼ Binomial(πr21) , 
where πr21 = P(Yr21 = 1) . Thus, for the first phase of the 
study, p = 1 , all outcomes are considered to be continu-
ous and the outcome for the second phase of the study, 
p = 2 , are assumed to be dichotomous. For simplic-
ity, we do not include any covariates beyond treatment 
assignment.

Parameters varied in the simulations include timing of 
the feasibility assessment, timing of the arm-dropping 

H06 : β2 = 0 vs. Ha6 : β2 �= 0

H07 : β3 = 0 vs. Ha7 : β3 �= 0

logit(pi) = β0 + β1I(XB1i = 1)

assessment, effect of treatments in domain A on each 
biomarker of interest, effect of treatments in domain A 
on the Phase III outcome, and effect of treatments in 
domain B on the Phase III outcome.

For timing of the feasibility and arm dropping analyses, 
the timing of each analysis is varied such that each can 
occur once outcomes from 90 subjects are available up 
to outcomes from 300 subjects, incrementing by 30. This 
allows for an assessment of both the effect of sample size 
for each analysis on the final operating characteristics 
and the effect that the order of the analyses has on the 
final operating characteristics. For each of the biomark-
ers associated with analyses in the Phase II portion of 
the trial, the impact of a treatment in domain A provid-
ing a mean change from baseline of either 0 or 10 units 
was assessed. For the Phase III portion of the trial, treat-
ments in either domain can provide a 10% change in the 
primary outcome ( Y21 ) relative to the control group.

Simulations were conducted using R. For each simula-
tion condition, 2500 simulated datasets were generated.

Results
Full simulation results can be seen in Additional files 1 
and 2. Figure 1 presents the probability of retaining the 
correct arm during the arm dropping analysis, the prob-
ability of proceeding beyond the feasibility analysis, and 
the overall probability of detecting the treatment effect 
across the possible sample size requirements for the fea-
sibility and arm-dropping analysis for a representative set 
of simulation conditions (Scenarios A, B and C). Of note, 
the ordering of the feasibility and arm-dropping analyses 
is determined by their respective timings/required sam-
ple sizes.

The graphs associated with row A represent the 
case where Y11 : (CTL = 0,A1 = −10,A2 = −10) , Y12 :
(CTL = 0,A1 = 10,A2 = −10) , and Y21 : (A1 = 0.1,A2 =

0.1,B1 = 0) . The opposing signs for the effect of treat-
ment on Y11 and Y12 is clinically relevant for our moti-
vating trial, as we expect one biomarker to increase 
the second to decrease with treatment; however, these 
opposing signs are inconsequential for the trial as both 
outcomes are continuous. In this case, the correct arm to 
retain during the arm-dropping analysis is A2 . This is a 
reflection of the the arm-dropping algorithm where the 
arm(s) with the highest average outcome Y11 value and 
the lowest outcome Y12 value being retained if there is a 
significant difference. If no difference is found, the the 
trial will proceed with A2 . Given that both A1 and A2 
demonstrate the same mean shift from control for Y11 
and Y12 , then there is no expected difference between A1 
and A2.

The graphs associated with row B represent the 
case where Y11 : (CTL = 0,A1 = 0,A2 = −10) , Y12 :
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(CTL = 0,A1 = 0,A2 = 10) , and Y21 : (A1 = 0,A2 = 0.1, )

B1 = 0) . Unlike Scenario A, Scenario B represents the 
case where A2 demonstrates a difference from control 
when A1 is equivalent to control. In this case, the correct 
arm to retain during the arm-dropping analysis is A2.

The graphs associated with row C represent the 
case where Y11 : (CTL = 0,A1 = −10,A2 = 0) , Y12 :

(CTL = 0,A1 = 10,A2 = 0) , and Y21 : (A1 = 0.1,A2 =

0.0,B1 = 0) . Similar to Scenario B, Scenario C rep-
resents the case where A1 demonstrates a difference 

Fig. 1  Simulation results for three scenarios (A, B, C). The graphs associated with row A represent the case where Y11 : (A0 = 0, A1 = −10, A2 = −10) , 
Y12 : (A0 = 0, A1 = 10, A2 = −10) , and Y21 : (A1 = 0.1, A2 = 0.1, B1 = 0.0) . The graphs associated with row B represent the case 
where Y11 : (A0 = 0, A1 = 0, A2 = −10) , Y12 : (A0 = 0, A1 = 0, A2 = 10) , and Y21 : (A1 = 0, A2 = 0.1, B1 = 0.0) . The graphs associated with row C 
represent the case where Y11 : (A0 = 0, A1 = −10, A2 = 0) , Y12 : (A0 = 0, A1 = 10, A2 = 0) , and Y21 : (A1 = 0.1, A2 = 0.0, B1 = 0.0)
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from control when A2 is equivalent to control. As 
such, the correct arm to retain during the arm-drop-
ping analysis is A1.

Figure 1 shows that, for the arm dropping analysis, the 
probability of retaining the correct appears to be invari-
ant to the sample size when the analysis is conducted for 
Scenarios A and C; however, in Scenario B the probability 
of retaining the correct arm increases with larger sample 
sizes. Further, it appears that the probability of retaining 
the correct arm is approximately constant for all feasibil-
ity analysis sample sizes.

For the feasibility analysis, in general, the larger the 
sample size at the time of the analysis, the greater the 
probability of proceeding. However, unlike the arm-
dropping analysis, the timing of the arm-dropping anal-
ysis does appear to impact the results of the feasibility 
analysis. Specifically, when the sample size requirement 
is larger for the feasibility analysis, increasing the sam-
ple size required for the arm-dropping analysis appears 
to decrease the probability of proceeding to the Phase III 
portion of the trial.

Lastly, we see that the power to detect the treatment 
effect in Phase III is heavily dependent upon the timing 
of the feasibility and arm-dropping analyses. In general, 
overall study power appears to be maximized when the 
sample size for the feasibility analysis is large and when 
the sample size for the arm-dropping analysis is small. 
These results, which are similar to other conditions 
tested in simulation presented in Additional files 1 and 2, 
indicate that the Phase II analyses should be ordered such 
that the arm-dropping analysis occur before the feasibil-
ity analysis.

Table  1 presents the characteristics across Phase III 
treatment effect conditions if the arm-dropping analysis 
were to occur once 150 outcomes are obtained and the 
feasibility analysis were to occur once 300 outcomes are 
obtained for scenarios where the arms which demon-
strate an effect on the Phase III outcomes also demon-
strate a treatment effect on both of the Phase II outcomes. 
Table  1 displays the likelihood of retaining the correct 
treatment arm (or both), the probability of continuing 

beyond the feasibility assessment, the probability of 
declaring each possible combination of treatment arms 
across domain as successful in Phase III, the overall study 
power, and the overall study type I error. This table dem-
onstrates that type I error (row (A1 = 0,A2 = 0,B1 = 0) ) 
is approximately 5%. While the point estimate demon-
strates a slight inflation in the type I error, potentially due 
to the decisions made in the Phase II portion of the trial, 
the monte carlo error does not rule out a type I error 
rate of 5%. Further, we see that when at least one treat-
ment arm within each domain has a non-zero effect, that 
power is expected to exceed 90%. However, as expected, 
when there is a differential effect between the Phase II 
and Phase III outcomes or when only a single treatment 
arm is efficacious for both phases, then the overall study 
power decreases (as observed in Additional files 1 and 2).

Conclusions
The class of FAST trial designs offers a framework which 
can provide increased efficiencies relative to standard 
and novel trial designs, such as a MAMS or factorial trial. 
Simulation results indicate that ordering the assessments 
for Phase II such that the arm dropping analysis is set 
to occur once 150 outcomes are obtained and the feasi-
bility assessment is set to occur once 300 outcomes are 
obtained provides a trial which has excellent power and 
near 5% type I error. The utilization of a FAST trial design 
for our motivating sample results in a design which has 
excellent power and controlled type I error, while be able 
to address numerous clinical question of interest. It is 
likely a more sophisticated design than that of a simplistic 
3 × 2 would produce a more optimal comparison; how-
ever, for simplicity a 3 × 2 traditional factorial trial with 
85% power, 2.5% type I error per comparison in domain 
A, 5% type I error in domain B, and 10% loss to follow 
up would require approximately 1485 patients. This rep-
resents an increase of nearly 500 patients to obtained 
operating characteristics which are still inferior to those 
observed in our simulation results. While this nearly 50% 
increase in sample size requirement is observed in this 
comparison and more complicated designs could reduce 

Table 1.  Simulation results for the scenario listed in the column “Condition.” While “Condition” represents the effect of treatment on 
the primary Phase III outcome, for any treatment with a non-zero effect on the primary Phase III outcome, there is also a non-zero 
treatment effect on both Phase II outcomes. The columns grouped under the “Phase III Analysis” label represent the probability of 
declaring success for that collection of treatments. For example, in the last row under the column “A2:B1” the value is 0.73 (0.009), 
which is interpreted as there being a 73% chance of declaring success for A2 and B1 in this simulation scenario with a Monte Carlo 
error of 0.009. The column “Type I Error” represents the family-wise type I error rate
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this deficit, this result shows the substantial increase in 
efficiency that can be obtained when using a FAST trial.

The presented work is directed towards the motivat-
ing example; however, as demonstrated by the simula-
tion studies, operating characteristics can be negatively 
impacted if the order and timing of key analyses are 
improperly set, ultimately resulting in a loss of the 
increased efficiency relative to more standard designs. As 
such, a thorough study of the operating characteristics of 
the trial should be assessed through carefully constructed 
simulation studies if one is considering a FAST trial for 
their clinical question of interest.

Motivated by a trial currently under design, simulation 
studies demonstrated the numerous aspects of a FAST 
trial which need to be considered during the planning 
phase, such as the timing/sample size requirements for 
each assessment.
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